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Absteact

fn s paper. a computational study of comples near-field

s fow s desceribed using two computational models

fie

representing o physical model performed previously in the Inboratory and a protetype of Malabar owtfall in Sydncy. respectively.
The theoretical hydraulic model used in this study is validated against experimental data and 1 fair agreement between the prediction
and measuwrement is achieved. The comparisons between the numerical resulls obtained from the two ceunputationad models are
mate. It a5 found that for the mean behaviour of mizing fow near the outfall the agreenment between the two results is reasonably
satsfuctory. However, the results al the turbulence fevel and its dissipation rate in hoth the spatial distribution pattern and magnitudes

show the quite difference. This observation sugge

sts that the physical modelling in the lzboratory may produce signilicant errors

the predicnion of contaminant transport and water qualicy where the prototype solute mixing may be strongly influenced by ihe

turbulence kipelic energy and s dissipation rate.

I INTRODUCTHON

When wastes arc released into the environment through ocean

outfalls, #omay be difuted rapidly. resulting in reductions of

contaminant concentrations o safe levels within a short
distance of the discharge -- an area called the “mixing zone.”
The initial difution within the mixing zone is one of the masi
imporlant characteristics in outlalf design and environmenial-
impact assessment of effluent discharges (Proni et af., 1994,
This can be achieved by discharging the effluent as a single
trbulent jet ditfuser or serfes of et diffusers from the
oceanbed.

Computational modelling is now playing the major role in
providing an understanding of the physical process of waste
transport within the mixing zonre, the behaviour of the
decpwiter plumes,  and  the  dilution of the released
contaminant by water turbulence, 10 assist in the interpretation
of the tmpact monitoring,

Throughout the past two decades there has been an mereasing
emphasis on using aumerical models for fow and water
guility  studies.  rather  than  physical  models  (scaleg
reproductionsy, This increasing emphasis on numerical sather
than physical hydraclic models has occurred for a number of
reasons. such as. physical models 1o he more expensive than
numertcal mwodels: and not o be readily transportable. as
compared (o numerical modeis which can be distributed via
floppy diskedes or internet. Also. physical models are not
adaptable. in that a madel of a particular estuary 15 vaique o
that estuary and cannot be used for any other estuary. In
contrast, a vahdated and robust namerical model can be used
for o wide range of estuanne studies and conditions. provided
that the model imitations are appreciated and realistic,
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Anolher important reason of emphasising on pumerical rather
than physical hydrautic models is that physical models have
the overriding disadvantage of scaling. This constraint can he
particularly critical for predicting contaminant transport and
for water quality studies where, for examiple, the protolype
solute mixing may be strongly influcnced by the turbulence
fevel and the dissipation rate - hoth of which may be
significantly tn error in the physical model.

This paper presents a computational study of near-licid
mixing {low using two computational models representing a
piivsical modet performed  previously in the laboratory
(Courtel and Wilkinson, 1993} and a prototype of Malabar
outfall in Sydney. respectively. Before the detailed numerical
experiments are carried out. the theoretical hydraulic madet
used in this study s validated against the experimental
measurements given by Wu and Rajaratnam {19953, The aim
of the present oumerical experiments is to quantily the
complex near field hydrodynamic behaviour, with detailed
information of turbulence and its decay rate. of the ocean
ouifafls including the effects of discharge velocities and
ambient currents. O parteular interest is to compare the
results caleulated from the two computational models. 1t s
found that the agreement between the two results for the mean
behaviour of mixing flow near the outfall is reasonably
satisfactory, However, the significant dilerence between weo
results at the twrhulence level and s dissipation rafe s
ohaerved.

The mext section provides the description of mathematical
model including governing hydrodyaamic equations. RNG
frenormalisation group theory) based k- turbulence model.
computational - models  for  numerical  experiments  and
houndary conditions, and numerical procedures. We shall
then present detniled  simulation resulis of  numerical
experiments {or two computational maodels representing the
tnborstory physical model and the prototype. Concluding
rennarks are provided in the ast section.



7. MATHEMATICAL MODEL
2.1 Governing Hydrodynamic Equations

The soverning equations used v describe miking flows near
ocean oulfalls in the Cartesian form are obtained by applying
the  Reynolds  decomposition and timc  averaging  the
instantzneous continuity and momenium equations:
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where p .y .u'and P oA fluid density, mean velocity.

fluctuating velocity and dynamic pressure. respeciively. vy s
fluid lansinar viscosity.

2.2 Turbulence Model

in the above poverning equations, there are more unknowns
than eguations due to the loss of information inherent in the
averaging process, When the eddy-viscosity model is used. the
Reynolds stresses are
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where v, s turbulent of Ceddy” viscosity of fluid which is
evaluated by (vgr - Vi), where the elfeclive viscosity veg IS

computed by

Vair =

The kinetic cnergy of the turbutence, K, and its dissipation
rale, €, zre governed by separate transporl equations. A
recently  developed  turbulence model, the dynamic
renormalization group theory (RNG) based k-g turbulence
model (Orszag et al..1993) is employed. The RNG-based k-£
wrbutence model contains very few empirically adjustable
parameters anid is therefore applicable Lo & wide range ol flow
siuations. The RNG (heory models the k and € transport
cgutions as:
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where ¢ ts an mverse Prandil oumber equal to 1.30289. The
wurbutence production Py is evaluated by
Ju' ou' du’ {1
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“The rate of strain term R in the €-equation is expressed as
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where f =005 1, = 4.38. According le RNG theory. the

constants in Uie wrbulent ransport equations are C,= 0.0845,
Cpp= L2 amd Cpn = 108 respectively.
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2.3 Computational Models and Boundary Conditiong

Two computational models {Haboralory scale and prototype)
and corresponding numerical grids are created o investigate
complex hydrodynamics hehaviour near the owtinll, Figure !
shows the flow domain and the matn recircilation zone
hehind the discharge port. The size of this recirculation zone
will be characterised by its length L and lateral extent h. The
water depth H is 0.75 m in the physical model and 22 m in the
prototype, respectively. The Jocal grids used in this study are
shown in Figure 2, with a 120 x 60 sonuniformly distributed
grid for the physical model and a 140 x 80 grid for the
protolype moedel. Stretched grids are used o obtain an
acceptable distribution of points near the diffusers and some
solid cels (dead celis) are used for representing the ouifal
pors.

The boundary conditions are: Dirichlet boundary conditions
are imposed at the inlet boundary: streamwise  gradients
¢Neumans boundary conditions) for the variables are set o
sero at the owtlet plane: on the upper piane pormat gradients
are set lo zero. and on the bottom plase no-ship houndary
conditions for the velocities and the watl-function method
(Roid, 1980) for determining the near wall values of k. € are
employed.

U - curtam velocity
W - cuttall velocity

Figure t IHustration of flow configurations
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Figure 2 Computational grids in near ovean outfails
() for the physical model: (b) for the prototype
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Figure 3 Comparison of predicted and measured velocity profiles

2.4 Numerical procedure

The goveraing equations are discretised using a finite volume
formulation in generalised coordinate space with the metric
information expressed in terms of area vectors (Tu and Euchs,
1995). A semi-staggered grid system in which all velacity
components are defined at (he cefl vertex whife other scalar
quantitics. such as. pressure. (urbulent kiretic cnergy and its
dissipation rate are defined at the celt centre. A velocity
petential correction #s introduced  to satisfy continuity
equation und upgrade the pressure using a modified SIMPLE
algorithm  (Van  Doormaal and Raithby, 1984). To
approximale the convective lerms at faces of the coatrol
volumes, 2 generalised QUICK convective differencing
method (Flewcher. 1991y is used. The stored values at the
centroids are interpolated and modified to cafculate the flow
Mux at faces of the control volumes using the moment
interpolation method (Rhie and Chow. 1983). The governing
equations are solved sequentiafly by using a Mubli-Grid
procedure o ohtain all the dependent variables (Tu et al..
991,

3 RESULTS

Fer a validation of the hydrodynamics model used for this
study. the experiment of a tehulent hydrautic jet performed
by Wu and Raarstnam (1995} 0s chosen, The detaifs about
the experimental serangement and flow conditions can be
feund in their paper and are sol repeated here. A COMPaTison
of the predicied and measured jet vefoeity profiles is shown in
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Fipure 3. The degree of agreement between the prediction and
measurement is generally satisfactory.

The tlow conditions lor performing numerical experiments in
this study are: the current velocily is u=0.0 and 0.2 m/s; the
discharge velocity is v=(0.8, 1.8, 2.1, 2.5 m/s for the physical
model and v=4,0, 7.5. 9.0, 1£.0. [3.0 m/s for the prototype,
respectivety. The Froude number at the outfall is defined by
F=v/.,/gH . where g is the gravitational acceleration and H is

the depth of water,

Figure 4 shows the mean velocity vector piots near the
vutfalls for both the physical model and prototype {lthe
vectors are not scaled in order to visualise the main
recirculation zone behind the discharge port). As mentioned
before, the size of the main recirculation zone is characterised
by its length L and lateral extent h (see Figure 1). Figures 3
and 6 show the variation of the size of the main recirculation
zone with the Froude number. It is found that when the
current velocity is cqual to zero or very small, the size of the
recirculation zone is independent of the discharge velocity.
While the ocean flow has a current velocity 0.2 m/s. the
recirculation zone behind the discharge port is rapidly
expanding with the increase of the discharge velocity. It is
also interesting 1o notice that in the case of the current
velocity u=0.2 m/s the lateral extent of the recirculation zone
in the prototype is larger than that in the physical model,
which is entirely different from the situation in zero current
velocity. The maximum discrepancy between the physical
model and the prototype by measuring the nean
characteristic size of the recirculation zone is about 20% in
the current velocity u=0.0 m/s and less than 7% in u=0.2 m/s.
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Figure 4 Mean velocity vector plots near the outfalls
(o) Phystcal model; (b) Prototype

The spatial distributions of the wrbulent kinetic energy, k and
its dissipation rale. £, calcalated from the two computational
models with the different discharge velocities are shown in
Figures 7-10. A main finding from this figures Is that the
distribution patien of both k and £ around the discharge port
is significantly different between the phsical modef and the
protolype at both the samll (Figures 7 and 8) and large
Jischarge velocities (Figures 9 and 10).

Comparison of the normalised turhulent kinetic energy,
K=kfiv') where v is the discharge velocity, and the
normalised turbulent energy dissipatton rate, £ =e/(v'IH),
hetween the physical model and the protolype are given in
Figures 11 and 12. respectively, A normalised distance X is
mensured from the venire of the discharge port with the
normalisation by the depth of water. H. The data in Figures
11 and 12 are taken along the distance of H/3 from the bettom
of compuiational domain, The How condition s the current
velocity u=L2 més: the discharge velocity v=(1.8 m/s in the
physical model and v=4.0 m/s in prototype. respectively.

It can be seen from Figure |1 that the higher turbulent kinetic
energy in the mixing {low close w the discharge port in the
nrotetype 15 observed than in the physical model. In the case
of the prototype. the turbulent kinelic energy decays very
rapidly within a short distance from the discharge port and
ther the mixing flow maintaing at a lower turbulence level. In
the case of the physical model, however. the turbulent kinetic
cnergy does not decay as much as in the prototype and is
overestimated Lo be twice higher than that in the prototype, A
cimilar trend is atse found for the turbulent energy dissipation
rate as can be scen from Figure 12,

4, COMCLUDING REMARKS

Complex mixing flows near ocean cutfalls in a physical
model and ina prototype have been compulationatly

investigated in detail. including the effects of discharge
velocities and ambient currents. Mean momentum and mass
conservation equations are sulved for hydraulic flow using a
finite volume scheme with a recently developed RMNG-based
ke turbulence model  Before the detailed aumerical
experiments afe carried out. the theeretival hydraulic model
wsed for the investigation is validated against the
experimental data. The numerical results obtained from two
computational models representing the physical model and
the prototype are compared. It is found that the computed
sizes ol tecirculation zone behind he discharge port for
characterising the mean behavieur of the mixing flow show
the reasonable agreement between the physical mode] and the
prototype. However. the numerical resuits of turbulent kinetic
energy and its dissipation rale show the significant difference
in both the spatial distribution paitern and magnitudes which
can be overestimated as twice high in the physical model as
that in the prototype.
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Figure § Calculated turbulent dissipation rate
{a} Physical model; (b) Prototype
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